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Motivation
Precision medicine is an emerging approach for disease treatment and prevention that takes into account individual variability in genes, environment, and lifestyle. Considering the severe complication of breast cancer treatment, it is high time we engage precision medicine in breast cancer treatment to improve our ability to predict which treatments will be the most effective for specific patients and for this to work we need a clearer idea about the genomes of breast tumors.

Introduction
A few decades ago, breast cancer classification systems were based on tumor response to endocrine therapy. Currently, molecular classification of breast tumors is used along with classical prognostic factors to predict tumor evolution and behavior and to select specific treatments accordingly. This development improves diagnostic accuracy and enhances the ability to individualize therapy for breast cancer, thereby leading to direct implications for patient management.

Intrinsic Gene List: Our primary goal is to derive an objective "intrinsic sub-type" classifier that can be used clinically. For this purpose, first, we collected a breast tumor intrinsic list. Intrinsic gene list is the genes with significantly greater variation in expression between different tumors than between paired samples from the same tumor.

Methods
Hierarchical Clustering: Tumor subtypes identified by the intrinsic gene set are predictive of outcome. To find the subtypes, first, we did the Hierarchical Clustering. To determine how many biologically relevant tumor subtypes might be present within the dataset, we used a dendrogram branching pattern and the knowledge of the reference paper.

K-means clustering: To find the tumor subtypes we tried a different method called subgroup discovery and again used our domain knowledge from the reference paper to determine the tumor subtypes.

Kaplan-Meier survival analysis: After finding the groups, we tried to find out the differences in outcomes and associations with other clinical parameters between each of the groups. We did Kaplan-Meier survival analysis on the combined set, to compare hierarchical clustering and subgroup discovery method and to find out whether the groups were predictive of Breast-Free Survival and Overall Survival.

Cox Proportional-Hazards Model: This regression model was used for investigating the association between the survival time of patients and our intrinsic subtype classifications. We also used this analysis to compare the two methods mentioned above.

Results

Discussion
- The development and validation of gene sets for cancer patients require significant resources because large training and test sets are required to achieve robust results and the DMD method can be a good solution of this.
- The groupings of the samples showed inter-dataset mixing and were significant predictors of outcome in various Kaplan-Meier and Cox analysis.
- In the Cox analysis, the covariates for k-means clustering is more significant (small p) then the hierarchical clustering. The p-value for k-means clustering is 0.0374, with a hazard ratio HR = exp(coef) = 1.09, indicating a strong relationship between the clusters and decreased risk of death.
- We could conclude that these classifications were useful in predicting outcome.

Conclusions
Using this study, we might have a much clearer picture about the genomes of breast cancer and can generate data about the intrinsic characteristics of a tumor, thereby providing useful diagnostic, prognostic and predictive information. What all this means for patients now is that ever more information is becoming available to help guide decisions about treatment.

Future Directions
Our future goal is to create a Continuous/Lifelong Learning model, which will learn continuously and adaptively from more and more gene expression sets. We are also interested in Transfer Learning, where we will use the knowledge of this work of breast tumor on a different kind of tumor. Transfer Learning model will help us to gain knowledge in an easier and faster way about different kind of tumors using the domain knowledge we get from this work.
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